
Korean J. of Chem. Eng., 13(4), 422426 (1996) 

S H O R T  C O M M U N I C A T I O N  

ON-LINE IDENTIFICATION OF INTERACTING TWO-TANK SYSTEM 

Sea Cheon Oh and Yeong-Koo Yeo t 

Dept. of Chem. Eng., Hanyang University, Seoul 133-791, Korea 
(Received 29 December 1995. accepted 26 March 1996) 

Abstract - In order to demonstrate the effectiveness of the process identification algorithm, on-line parameter estimator 
is evaluated experimentally by using two-tank system with interaction. On-line parameter estimator used in this paper is 
based on a recursive parameter estimation algorithm. MIMO linear, bilinear and quadratic models based on ARMA model 
are used to identify two-tank system. A quadratic model for two-tank system with interaction is developed to confirm the 
propriety of MIMO quadratic model used in identification of two-tank system. The results of on-line identification ex- 
periments on the two-tank system show that the estimated parameters of each model converge and the output tracking er- 
rors are bounded by disturbance bound. But, the quadratic model showed the best convergence. 
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I N T R O D U C T I O N  

Control of liquid inventory such as a surge tank system in a 

chemical plant is an important and basic problem. The tra- 

ditional approach to this liquid level control problems has in- 

volved the use of controllers with propotional and integral 

modes. Recently, much research in this fields has been carried 

out [MacDonald and McAVoy, 1986; Campo and Morari, 1989]. 

To get an improved control strategy, we have to obtain a better 
knowledge about the process. But, in general, a complete des- 

cription of the real physical system is almost impossible. Thus, 

identification of chemical processes is an important task for sa- 

tisfactory control and operation of the processes. The purpose 
of the identification is to determine a model which is e- 

quivalent to the actual process based on past input and output 
data. From a prior knowledge of the process we can choose an 

appropriate structure of a model. The identification problem 

consists of the determination of unknown parameters appearing 

in the model of the process. 
The problem of system identification has received much 

more attention in recent years. Many recursive identification 

methods have been proposed for linear model [Landau, 1976; 
loannou and Johnson, 1983; Ahmed, 1984; Solbrand et al., 

1985; Delopolos and Giannakis, 1994; Schoukens et al., 1994]. 

These methods can be classified into two methods: the 

equation error method and the output error method. In the 

equation error me':hod the past input and output data of the ac- 

tual process are used, while in the output error method the past 
data of the predetermined model are used. Identification for bi- 

linear models has been studied by Frick and Valavi [1978], 
Kubmsly [1981], Hwang and Chen [1985], Inagaki and Mochizuki 

[19841, Dorissen 11990] and King et al. [1990]. Yeo and Wil- 
liams [1986] had used autoregressive moving average (ARMA) 

model for the identification of single variable bilinear systems. 

In this study multi-input multi-outpul (MIMO) linear, bi- 

'To whom all corre:spondences should be addressed. 

linear and quadratic model based on A R M A  model will be 

used in the identification of well-known two-tank liquid level 
system with interaction. One of the appealing characteristics of 

the bilinear and quadratic ARMA models is that they are linear 

in their parameters, and an identification algorithm developed 
for a linear A R M A  model can also be used in the bilinear and 

quadratic A R M A  models. An on-line parameter estimator bas- 

ed on a recursive parameter estimation algorithm is used to es- 
timate parametem of each model. 

E X P E R I M E N T A L  SYSTEM 

Fig. 1 describes a schematic diagram bf a well-known two- 

tank level system whose liquid levels interact. The two-tank 

system shown in Fig. 1 is similar to the double-tank system for 
pH control. The level of tank 1 depends on the level of tank 2 

(and vice versa) as a result of the interconnecting stream with 

flow rate q,. The IBM PC (486 DX) is connected to ADA2110 
analog/digital and digital/analog I/O expansion board (from 

Real Time Devices, Inc.). This I/O expansion board provides 16 
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Fig. 1. Schematic diagram of two-tanks system. 
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compatible digital 1/O lines which can be interfaced with ex- 
ternal devices. The inlet flow rate of tank 1 (q~) is the mani- 

pulated disturbance which is manually operated. The outlet 
flow rates of tank 1 and 2 (q, and q2) are adjusted b) a pneu- 

matic control valve (from Badger Meter, Inc.) in proF,ortion to 

its inlet air pressure which is regulated by T5200 pneumatic 

transducer (from FAIRCHILD Corp.). The level of tanks is 

measured by a 843 DP d/p Cell Transmitter (from Foxboro 

Corp.) which generates a 4-20 mA signal in proportior~al to liq.- 
uid level. Both the two tanks are made of  acrylic plastic 

columns whose diameters are 50 mm respectively. 

D E V E L O P M E N T  OF  Q U A D R A T I C  M O D E L  FOR 
T W O - T A N K  L E V E L  SYSTEM 

Considering the two-tank system shown in Fig. 1. The in- 

teraction between the tanks is clearly shown from the valve Eq. 
(1) for flow, q~ (t). 

qt(t) = Cv'[hl(t )-- h2(t)] m (1) 

Starting with an unsteady state mass balances around the two 

tanks we can set up the followings relations: 

pq, (t) - pql(t) - I~ , ,  (t) = p A - -  
dh,(t) 

(2) 
dt 

dhz(t) (3) 
Pql( t ) -  Pq2(t) = PA dt 

In order to develop the quadratic model for two-tank system 

with interaction, approximation around the steady state values 

of liquid levels (h,, hz,) is carried out for Eq. (I). Using 

Taylor's series expansion to second order term, we have 

ql(t) = (a 1 - azh h + a2hz~. + a~h2~ + a3hz~ - 2a~hl~ h2s) 

+(a2-2a~hl~ +2a~hz~)hl(t)+(2a3hl~ - 2a3hz~ -a:)h2(t ) 

+ a3hl(t):: + a3h2(t) 2 - 2a3hl(t)h2(t) (4) 

where 

a] = C~.(hls  -hz,  )v2 

1 
a2=~- C~,(hl~ - hz,.) - ~  

t Cv(hl , -h~, )  ~ a3-- - -  ~- 

Substitution of Eq. (4) into Eqs. (2), (3) and rearranging yields 
the following quadratic model for two tanks system: 

dhl(t) 
- -  = blq i ( t ) -  blqo ( t ) -  bzh l(t) +b2h2(t ) -  b3hl(t): 

dt 

- b3hz:(t): + 2b3hl(t)h2(t ) - b 4 (5) 

dh2(t) = b2hl(t) - b2h2(t ) + b3h~(t) 2 + bah2(t) 2 
dt 

- 2b3lh(t)h2(t) - baq2(t) +b 4 (6) 

where 

b l=VA 

b 2 = (a: - 2aahl~ + 2a3hz~ ) /A 

b 3 = a3/A 

b4=(al-a2hl~ +a&z, +a3h(s �9 . . + a3hs - 2a3hl.~ hz~ ) /A 

I D E N T I F I C A T I O N  A L G O R I T H M  

A single variable discrete time system can be described by 
A R M A  representation of a form 

y(k) = pr x(k - 1) + d(k) (7) 

where p, x (k-  l), and d(k) denote the parameter vector, the 

past input and output data vector and the bounded disturbance 

respectively. The model of the system (7) can be written as 

y*(k I k)=p*~(k)x(k - 1) (8) 

y*(k [ k-1)=p*' ( k -  1)x(k - l) (9) 

where p'(k) denotes the model parameter vector to be adjusted. 

In order to identify the system parameter vector p, we propose 
a recursive identification algorithm of the form 

p*(k) = p*(k- 1)+ ~(k-  1)x(k- 1)e*(k) (10) 

where e'(k) is the prior output tracking error given by 

e*(k) = y(k) - y*(k [ k - 1 ) (11 ) 

and the gain ~(k - 1) is calculated as follows: 

~ (k -1 )=  

2s 1] 
; ~(k):> 1 

~(k) II x(k - 1) I I 2 + 0(k) ( 1 2 )  
o ; ~(k)~<l 

where 

~(k) = [ e'(k) l 
qD 

0 < .;t(k)_< 1 
0< 0(k)<R1 < co 

l_<q<R~< oo 

For the multivariable discrete time system, the above iden- 
tification algorithm was used with slight modification. 

E X P E R I M E N T S  AND R E S U L T S  

Using the postulated process models of Eqs. (5) and (6), two- 
tank system is described by a discrete quadratic model based 

on ARMA model of the following form: 

N �9 * . n 

Y (k) = ]~ [Ai V ( k -  ,) + ~] B,~ Y ( k -  i)y: (k - i) 
i = 1  j 1 

+ C i * U ( k - i -  W)l (13) 
In the present study, we also used Eqs. (14) and (15) as linear 

and bilinear model, respectively. 

N 

Y*(k) = • [Ai*Y(k- i) + C*U(k-  i - T)] (14) 
i = [  

Y*(k) = ~ [A*Y(k-  i) + ~. B,~ Y ( k -  i)u: (k - i - T) 
i = 1  ] 1 

+ CTU(k-  i - T)I ( 15 ) 

In Eqs. (13), (14) and (15) the parameter malrices are unknown 

and have to be estimated. The unknown parameter matrices are 
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estimated by recursive parameter estimation method. The two- 
tank system can be described by second-order dynamic system. 

However, as the model order of system increases, the number 

of  the estimated parameters increases as well, and so the con- 

vergence problem becomes increasingly difficult. To avoid this 

problem, the first-order bilinear and quadratic models were 

used in this study, while in the linear model the second-model 

order was used. One sampling time (i.e., 3 sec) was chosen as 

the time delay of model. This turned out to be suffic, ient value 

that reflected the time delay of the two-tank system used in 
this study. In the identification, the algorithm given by Eqs. 

(10), (11) and (1.2) with q=2, 0(k)=l, and ~k)=((k)/2[~(k) 1] 

was used. The inlet flow rate of tank 1 (q,) was manually 

operated in the range of  0 to 15 ml/sec to produce the dis- 

turbance effects. 
The accurate on-line measurement of the outlet flow rates of 

tank 1 and 2 (q. and q:) was difficult because of the effect of 

electrical noise. Thus, the openning rates of control valves 

were used as input variables of model. The openning rates of 

control valves were controlled by pseudo-random binary se- 

quences (PRBS) and the initial values of the model parameters 
were set to 0.5 ;and sampling time was set to 3 sec. The input 

signals are shown in Fig. 2. Fig. 3, 4 and 5 show the output 

tracking errors of each model for on-line parameter estimation. 
The maximum disturbance value produced by the inlet flow 

rate of tank 1 is 20 ram. 

From these re,;ults we can see that the output tracking errors 
of each model are confined within the expected bound of dis- 

turbances. The convergences of the estimated parameters of 

each model are shown in Fig. 6. The identification results of 
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Fig. 2. Open ratio of control valve by PRBS. 
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linear, bilinear and quadratic model for two-tanks system are 

given in Eqs. (!6), (17) and (18), respectively. From this ex- 
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Fig. 3. Output tracking error using linear model. 
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Fig. 5. Output tracking error using quadratic  model.  
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periment, the identification algorithm gives accurate eshmates 
and stable output tracking errors. 

. ~- 0,635 -0 .098]  [ 0,481 -0.0961 
Y (k)= ~-0.005 0.492] Y ( k - l ) +  [ -  0.006 0.491J 

[-0.034 (t.4831 
Y ( k - 2 ) +  0.440  -0 .058j  U ( k - 2 )  

~- 0.100 0.6491 
+i 0.485 - 0 . 0 0 5 ] U ( k - l )  (16) 

1 roo o 
Y'(k)=k-O.O15 0.916J Y(k-1)+Lo.025 0.032j 

[-o.o2o -0.0081 
Y ( k - 2  )u~(k- l) + I Y ( k -  l ) u 4 k -  1) L-o.o22 -0 .011j  

[-0.041 0.4551 
+ 0.,:-60 -0 .046j  U ( k - l )  (17) 

_003q i00 , 00q 
Y'(k)=h-O.036 0.464J Y(k-1)+LO.018 0.019_[ 

!-0.022 0.02:31 
Y(k-21y~(k-  1)+ ~0.019 0.021] Y ( k - 1 ) y 4 k -  l) 

[ - - o s , o o  o.slto 1 
+ 0.498 -0.000J U ( k - l )  (18) 

CONCLUSION 

In this study, an identification problem of a well-known two- 
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Fig. 6. On-line parameter estimation of  each model  for two-tank 
system, a,~', b ~  ~ and c . ,  ~ are elements of  model  parame- 
ter materices A[,  B~[ and C[ in Eqs. (13), (14} and (15). 

tank system ",,vas investigated using a recursivc parametcr es- 
timation algorithm. In the case of bilinear and quadratic model, 
in spite of the incorrect model order, the identification al- 
gorithm used in this study gave accurate estimates. Among 
three models studied, the quadratic model showed the best con- 
vcrgence. But, the analysis of the convergence properties of the 
identificatkm method for the quadratic model is not yet studied 
and is a topic for future research. 
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N O M E N C L A T U R E  

A : cross-sectional area of tank 
C'/ : valve coefficient 
D : disturbance bound 
d : disturbance 
e, e' : control output error 
h : liquid level 
k : t ime (sampling interval) 
m : the number of input variables 
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N : process order 
n : the number of output variables 
p : process parameter vector 
p" : model parameter vector 
q : identification parameter 
R, : constants 
T : time delay 
U : plant input vector, ~ R ~'1 

u : process input 
x : process data vector 
Y : plant output vector, ~ R ~'l 
Y" : model output vector, ~ R '~ 
y : process output 
y" : model output 

Greek Letters 
p : liquid density 

: normalized control output error 
: gain of identification algorithm 

X : identification parameter 
0 : identification parameter 
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